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Abstract. Botnets diversity and dynamism challenge detectioth @assifica-
tion algorithms, which depend heavily on botnest@rol and can quickly be-
come avoidable. A more general detection methash,tivas needed. We pro-
pose an analysis of their most inherent charatisjslike synchronism and
network load combined with a detailed analysis wérerates. Not relying in
any specific botnet technology or protocol, oursslication approach sought
to detect synchronic behavioral patterns in netwaafic flows and clustered
them based on botnets characteristics. Differetihdtoand normal captures
were taken and a time slice approach was usedcessfully separate them.
Results show that botnets and normal computerdctredin be accurately de-
tected by our approach and thus enhance detedfantieeness.
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1 Introduction

In the last decade botnets have evolved from besegl as a personal activity plat-
form to become a financially aimed structure cdfegtbby malicious groups [1]. A
botnet is a network of remotely controlled, compiged computers, used for mali-
cious purposes. Every infected host in a botnediled ‘Bot’ and the owner is called
‘Botmaster’. From small DDoS (Distributed Denial®érvice attacks) to world wide
spam campaigns, botnets have become the technalbgickbone of a growing
community of malicious activities. Technology toném| malicious programs remote-
ly first surfaced in late 1999 and since then tpeimary goal has been financial gain.
Botnets resisted besiege security measures rastitigeir home based client attacks,
circumventing security methods [2], encryption amdi-reverse engineering tech-
niques. P2P [3] and Fast-flux [4] networks have at&de botnets behavior analysis a
challenging task.

Infected computers are believed to have a unigteoark behavior, but they also
have a normal behavior at the same time. Beinghelbaip and infected again later
with a different type of malware makes the detectiod isolation process very hard
to accomplish in real environments. False positaresstill the hardest problem. Bot-
net network behavior analysis has been proposeaks|[@] probabilistic solution.

We aim at detecting botnet synchronization withffedent stages of their life cycle.

Botnet phases such as scanning for new victims)axting to the Command & Con-
trol server (from now on C&C), receiving orderdaaking with DDoS, sending
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spam, updating, etc. have distinguishable andrdiftesynchronization patterns. C&C
servers are the weakest link in botnets life cyatepreventing bots from being con-
trolled, negates Botmasters their utility. We prepa novel unsupervised anomaly
detection approach, based on network behavioralsgnization patterns to detect
botnets despite of their connection protocols.

To detect every type of botnet, we believed itdsessary to detect their most inhe-
rent characteristics. As analyzing connectionsiwithtime frame has been success-
fully proposed as a method to detect synchronigimn@ extended this idea of time
frames to detect other types of synchronizatiowels Synchronization patterns are
the main tool to detect botnets in our work.

First we separated traffic flows into time slicéone second. Then, the amount of
unique source IP addresses, destination IP ad@drassedestination ports in each
slice were computed. Analyzing botnet synchron@mafrom this point of view al-
lowed us to detect relationships between time walsrand botnet activity. We pro-
posed clustering algorithms [8] to group botnettistices together.

This paper introduces a new botnet characteristictime slices separation of net-
work flows with conglomeration of source IP addretestination IP address and des-
tination ports.

Some advantages of this method include detectiepiendent of encrypted flows or
botnet protocol details, detection of both bandlvidtensive and stealthy botnets and
detection within the first stages of infection. Tgreliminary experimental results re-
ported, suggest that this detection can be accehstli successfully under certain
conditions.

The rest of the paper is organized as follows:i8e@ describes previous work in the
area; Section 3 shows details about the solutigsleimented; Section 4 explains cor-
roboration procedures; Subsection 4.1 shows howarktdata has been obtained; in
subsection 4.2 the data prepare steps are expj@eetion 5 discusses experiments
outcomes; Section 6 refers to future work we aamping and finally Conclusions are
presented in Section 7.

2 Background

Several approaches have been proposed in recesttpedetect botnets. Study of
anomalous DNS usage [9], IRC protocol analysis Hr@] P2P network features [5]
among others [11] [12], but the variability of bets and their rapid mutation have
made researchers from different security domaimnsider the analysis of botnet be-
havior as a solid foundation for detection.

Particularly, network behavior detection has beaadied from different perspectives:
classifying traffic based on flow characteristit8], temporal-frequent protocol anal-
ysis [14] and spatial-temporal correlation [6].

Behavior analysis based on protocol dependentrestias proved to be successful
only under certain conditions. There are threeiiggmt problems with this approach.
First, most botnets cannot be detected by analymiotpcol dependent characteris-
tics. Secondly, new unseen botnets are unlikebetdetected if a new protocol is
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used. Finally, Botmasters can change their cumattvare code based on the proto-
col characteristics used to detect their botnef [15

Botnet correlation was proposed [16] among othehn@ues [17], as all bots in a
botnet normally act at the same moment. Howeverghapnization has not been
deeply studied, and temporal correlation approaaiees found to be evadable [18]
under certain circumstances.

Our approach to temporal synchronization diffeset each stage of a botnet life
cycle, determining where, when and how correlatenessignificant.

3 Proposed technique

The first step of our methodology consists in ceptunetwork data from infected
computers. This could be done properly using thdump tool in any machine in the
wired network. The second step includes informagéigimaction from captures and
flow separation. Tcptrace [19] tool was used td forut every TCP flow including its
start time and network characteristics.

As we are seeking to detect synchronization, irthire step of our approach flows
are divided in time slices. Each time slice corganformation about every flow with-
in a time interval. We compute then for every tigtiee, the amount of unique source
IP addresses, unique destination IP addressesnéaueudestination ports. A time
slice can then be represented by a four positimmyarontaining the slice Id, amount
of unique source IP addresses seen in that time, simount of unique destination
addresses seen and amount of unique destinatitsgeEn. An example should look
like this: {23, 1, 10, 1}.

A unique bot computer is expected to have very fighis rates within very short
time periods during several of botnet phases [Gjrkivig with a one second time
slice allows us to correctly monitor and identifyt bbehavior. The fourth step is the
clustering of these slices using the EM algoriti2®]] Expectation-maximization is a
method for finding maximum likelihood estimatespaframeters in statistical models,
and has been used successfully before in traffie enalysis for characterizing com-
munication connectivity patterns [21]. Wekas [2&pblementation of this algorithm
was used because of the independence assumptioa attributes in the model, mak-
ing it suitable for our purposes.

Grouping network flows with EM enables us to assgoh slice to a cluster with a
certain probability because no amount of trainiatads sufficient to make a com-
plete firm decision about cluster memberships.

4 Validation

Validation procedures included ensuring a clearedrpental setting. Every comput-
er was freshly installed, scanned with antivirusducts and its traffic analyzed both
with Snort NIDS and by hand. From this clean camfigion, Virtual Machines were

created to deal with normal computers in the expenits. Normal computers packet
verification assured no scanning activities wenedewted during the experiments.
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This clean configuration was also used to creattu&li Machines for computers that
were later infected. Confirmation of malware biearusing VirusTotal [23] and the
EUREKA! automated Malware Binary Analysis Servi@d] was conducted in con-
junction with packet manual verification. The sedaerification step ensured that no
flow was lost in the process by counting them withvery result.

Validation in the third step was conducted throslite counting. For example, in a
one hour capture, almost 3600 one second slicesbaugeated.

The clustering step was verified by labeling dataistworthy botnet and normal ex-
periments were performed, building an accuratetefuompare base. Once available,
this information allowed interpretation of the riégg clusters and experiments im-
provement. Table 2 shows an example of this vatidaFinally, an experimental va-
lidation was conducted over the assumptions alt@uptoposed botnet behavior de-
tection methodology. One of the main theoreticaliagptions was that through the
analysis of three parameters, detection of bosedsbots was possible. These three
parameters are the amount of unique source IP sskefravithin a time slice (from
now on sips), the amount of unique destinationd@asses within a time slice (from
now on dips) and the amount of unique destinatmmspwithin a time slice (from

now on dports). For example, founding 1 sips, 23 dind 1 dips within a one second
time frame could mean we have detected a port soguativity, possibly looking for
a vulnerability.

In the following subsections details about how deas accurately captured and
processed are described.

4.1 Data Capture

The proposed algorithm was verified against a safitabeled data flows. We consi-
dered a unique data flow as the group of packetkanged between two hosts and
two ports in a single connection. Raw pcap dataoti normal network activity and
botnet activity was captured. Normal traffic fromilersity campus computers and
DSL home connections included Web Browsing, Maildieg, Web sites with Ajax
updates, edonkey like protocols, torrent protoamgrating system updates, and
normal Web work using several Google tools. Aln&&37 unique normal network
flows were collected. A total of 315.672 uniquermitflows were collected. A port
scanning capture with 73830 flows was also achiéwextder to analyze security
tools behavior. Table 1 shows details about capture

Tablel. Labeled network data captures details.

Name Duration Unique Flows
Botnetl 11h:12m:29s 37389
Botnet2 00h:30m:30s 5806
Botnet3 10h:11m:33s 34117
Botnet4 00h:01m:31s 23166
Botnet5 01h:00m:30s 89792
Botnet6 00h:46m:45s 58013
Botnet7 00h:18m:15s 46212
Botnet8 00h:20m:36s 21177
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Normall 00h:42m:20s 1416
Normal2 03h:28m:14s 1517
Normal3 04h:19m:36s 976
Normal4 23hs:37m:21s 1128
Scannerl 00hs:05m:27s 73830

Note: The Botnetl capture corresponds to the ‘Vimalware in a single laboratory
host, the Botnet2 capture corresponds to the ‘Neeralware in a single laboratory
host, the Botnet3 capture corresponds to ‘eldoratdivare in a single laboratory
host, captures Botnet4 to Botnet7 correspondsitaval webbotnet infecting 10 hosts
on a laboratory LAN. Botnet8 capture corresponds teal LAN with four hosts in-
fected. The Normall capture corresponds to seeeraputers inside a University
campus network, the Normal2 capture is a singlepeder inside a University cam-
pus network, the Normal3 capture is another singhaputer inside a University
campus network and the Normal4 capture corresptands amule session in a home
DSL computer. Finally Scannerl capture correspomdscomplete nmap scanning of
a LAN.

4.2 Data processing

Data processing was a fundamental part of the aisady it determined which charac-
teristics of data were taken into account. Proogssieps include data verification,
data labeling, data preprocessing and featureaixiraamong others.

From pcap captured data, the first phase of dateegsing consisted in flow extrac-
tion using the tcptrace tool.

The second phase was performed with a speciallgldped tool, calletcptrace-
reader.py to process the tcptrace output file. As a resuhis phase, a Weka com-
pliant Arff (Attribute-Relation File Format) file as generated with proper informa-
tion for every flow.

Phase three performed slice aggregation in a néffikerusing thetcptrace-

reader.py tool for Weka processing. The fourth phase coedisf data labeling as we
already addressed in Section 4. After clustering é@ne and slices were grouped to-
gether, a third Arff file was saved from Weka wiflasters assignments.

Fifth phase used another specially developed t@#danalisis.sh to analyze cluster
assignments. This tool allowed us to validate eltsstising slices labels.

5 Resultsand error analysis

Several experiments were conducted to analyzeittigoperformance. Every expe-
riment includes one botnet capture and one norapuce combined. This combina-
tion was done at tcptrace file level, concatenalioth text files and modifying flows
start times of one capture.

Error rate analysis was separated in two poinisesf. From the first, classical point
of view, real positives were considered when blots$ were classified as botnet.
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Following this reasoning, false positives were oered each time a normal comput-
er flow was detected as botnet. This is the maspkd and accepted point of view.

In the second, more practical, point of view, eraie analysis was done taking into
account the problems domain and scope. A realipesitas considered now when a
bot know IP address was classified as botnet at taace within a time frame. Fol-
lowing this reasoning, false positives were triggeonly when a normal IP address
was considered botnet at least once. This is seffidor most practical detection sce-
narios. In the one hand, under this new conceptadse positives shown in the expe-
riments were truly one day false positives. Indtiger hand, no botnet IP address was
missed in its corresponding one day time frame,ninggthat at some point, a net-
work administrator will find ougll the botnets.

Note that since we are detecting botnet behavidmarh normal behavior, we can not
detect instances as normal, we can not decide wicurster is representative of a
normal behavior and thus we do not have False NegatAs we did not define what
normal means to us, we should have used theretiotnet instead, but we still

used the term normal for the sake of clarity.

We concluded that any cluster with more than 90%adhets instances on it was in
fact a good representative of botnet behavior.utufe research directions section we
explain the next phase in this botnet cluster aatanidentification.

First experiment, shown in Table 2, shows an alrbakinced situation. During the
19 days, 4 hours and 41 minutes time frame, balatet make up 99% of cluster 0
and 2, and make up more than 95% of cluster 3

Table 2. Detection percentages of 19519 Normal3 flows chie with 34042 Botnet3 flows

Cluster Number Botnet Flows Normal Flows Botnet %  Nairét

0 14433 24 99.83% 0.16%
1 1517 18721 7.49% 92.50%
2 3539 14 99.60% 0.39%
3 14629 684 95.53% 4.46%

Table 3. Experiment one false positives detection rates

IP Times as Real Normal Times Detected as Botnet  Error %
10.1.1.1 344 180 52.32%
192.168.2.79 19099 542 2.83%

Note that IP address 10.1.1.1 had a very high fads#ive rate in near every experi-
ment using Normal3 flows. This IP address was thb proxy of the network, and
their flows were only RESET packets responses to nequests from normal com-
puters. This behavior looked like a botnet. A®mpromise solution, the network
administrator can blacklist this IP address knowirig the web proxy. From now on
this IP address will be included in the tableswilitnot be included in the total error
rate calculation.
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The second experiment summarized in Table 4 shawmbalanced analysis. The
manual analysis concluded that botnet traffic ia thuster generated only one or two
flows per slice directed to Windows shares, and/as easily confused with normal

traffic.

Table 4. Detection percentages of 1517 Normal2 flows mixpdvith 34118 Botnet3 flows

Cluster Number Botnet Flows Normal Flows Botnet %  Nairft

0 2147 1358  61.25%  38.74%
1 3539 12 99.66% 0.33%
2 14469 81 99.44% 0.55%
3 13963 66 99.52% 0.47%

Table 5. Experiment two false positives detection rates

IP Times as Real Normal Times Detected as Botnet r &ro
10.1.1.1 2 1 50.00%

192.168.2.74 869 89 10.24%

192.168.2.76 264 31 11.74%

Experiment three, shown in Table 6, had an evereranbalanced situation.

Table 6. Detection percentages of 977 Normal3 flows mixpdvith 34118 Botnet3 flows

Cluster Number Botnet Flows Normal Flows Botnet %Normal %
0 2147 916 70.09%  29.90%
1 13918 22 99.849 0.15%
2 3539 14 99.60% 0.39%
3 14469 25  99.829 0.17%
4 45 0 100% 0%

Table 7. Experiment three false positives detection rates

IP Times as Real Normal  Times Detected as Botnet r Bro
192.168.2.79 954 60 6.28%

Analysis showed that every misdetection in thiseekpent was due to the normal
trace being part of a large botnet trace in theess@cond.

An example of normal traffic along several hourthva peak of botnet traffic in the
middle was made in experiment four and can be se€able 8. During botnet4 cap-
ture at least ten computers were infected andf éiean used in a DDoS attack. It is
worth noting that 192.168.1.9 IP address appeao#dibh normal and botnet captures

and was a coincidence.
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Table 8. Detection percentages of 988 Normal4 flows minpdvith 23305 Botnet4 flows

Cluster Number Botnet Flows Normal Flows Botnet %Normal %
0 0 32 0% 100%
1 0 642 0% 100%
2 0 150 0% 100%
3 1738 0 100% 0%
4 3 164 1.79%  98.20%
6 14261 0 100% 0%
7 2249 0 100% 0%
8 139 0 100% 0%
9 4915 0 100% 0%

Table9. Experiment five false positives detection rates

IP Times as Real Normal Times Detected as Botnet Error %
192.168.1.6 337 14 4.15%
192.168.1.9 629 123 19.55%

Experiment five, in Table 10, was a concatenatioimath types of flows. The web-
botnet of this experiment had more sips, dips guftd, and thus classification was
better, but still they were not enough to avoichhégror rates.

Table 10. Detection percentages of 1417 Normall flows mixpdvith 46210 Botnet7 flows

Cluster Number\ Botnet Flows Normal Flows Botnet %Normal %

0 9282 549 94.41% 5.58%

1 1300 632 67.28% 32.71%

2 17412 0 100% 0%

3 381 222 63.189 36.81%

4 17835 14 99.92% 0.07%

IP Times as Real Normal Times Detected as Botnet Error %

10.1.1.1 231 115 49.78%
192.168.2.24 31 9 29.03%
192.168.2.56 650 277 42.61%
192.168.2.57 192 66 34.37%
192.168.2.59 60 26 43.44%
192.168.2.63 66 17 25.75%
192.168.2.66 4 2 50.00%
192.168.2.67 51 18 35.29%
192.168.2.69 48 18 37.50%
192.168.2.76 81 14 17.28%

Table11. Experiment nine false positives detection rates
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Experiment six, in Table 11, was the first experimeith a port scanning activity.
This experiment aimed at trying to identify thefeliences between a real port scan-
ners and a botnet. Note however that the reassnazfessfully separation has
changed. The port scanner generated more flowsgueind that the botnet.

Table11. Detection percentages of 73830 Scannerl flowgdnip with 7060 Botnet8 flows

Cluster Number Botnet Flows Normal Flows Botnet %Normal %
0 2213 241 90.17% 9.82%
1 4847 1147  80.86% 19.13%
2 0 72442 0% 100%

Table12. Experiment ten false positives detection rates

IP Times as Real Normal Times Detected as Botnet Error %

192.168.2.76 73448 241 0.32%
Experiment seven, in Table 13, was an analysigofdifferent types of flows. Nor-
mal traces had an average of almost 5 sips andwlipte botnet traces had an aver-

age of 10 sips and dips.

Table 13. Detection percentages of 1417 Normall flows mixpdvith 32962 Botnetl flows

Cluster Numberl Botnet Flows Normal Flows Botnet %Normal %
0 1159 536 68.37%  31.62%
1 13875 0 100% 0%
2 1389 881 61.18% 38.81%
3 13939 0 100% 0%
4 2600 0 100% 0%
Table 14. Experiment eleven false positives detection rates
IP Times as Real Normal Times Detected as Botnet Error %
192.168.2.76 81 1 1.23%
192.168.2.69 48 1 2.08%
192.168.2.63 66 1 1.51%
192.168.2.59 60 1 1.66%
192.168.2.24 31 1 3.22%

6 Futureresearch directions

Several improvements are planned for future rebedsiicst, UDP traffic must be tak-
en into account because botnets uses this protocol.

We will analyze the total amount of transferreddsytvithin a single flow, in order to
capture long lived botnet connections with theirC8&erver.
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In the validation area, it would be very helpfulaimalyze if botnet and normal flows
that started at the same second were successépllyated.

To overcome the DDoS problem, we are going to nyothfture method in order to
include enough data to detect these attacks.

As a final phase, we are working on analyzing €uassignments to synthesize clas-
sification rules that later allows an automaticstéu classification.

7 Conclusion

This work applies the EM clustering algorithm tdeds synchronization in bots and
botnets behavior. This synchronization was studithe relationship of IP addresses,
ports and time frames only. Different combinatiofshese parameters mean differ-
ent network behaviors, and a new approach is wsdistinguish them. Behavioral
techniques are used because current fingerprirthimat algorithms or protocol de-
pendent algorithms were not having good performsremed could not cope with
every new variant of botnets.

Several botnets were captured and many experimgrts conducted to successfully
verify the method. Results show that, within certée cycle phases and time frame,
botnets can be differentiated from normal traficaately. Further study in the area
is needed to find better false positive rates andwomatic cluster classification ap-
proach.
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