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Abstract. The efficiency of two Software Reliability growth models are
analyzed. The most popular based on a non homogeneous Poisson pro-
cess and the less known based on a compound Poisson process. Several
experimental data are used in order to analyze the goodness of fit of
both models. The importance of the estimation method for the parame-
ters involved is also analyzed.
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1 Introduction

Software Reliability has to do with the probability of finding failures in the op-
eration of a given software during a period of time. Failures are a consequence
of faults introduced in the code. The interest in Software Reliability models has
increased since the software component became an important issue in many En-
gineering projects. An important class of these models are the so called growth
models. They use reports of past failures in order to fit the failure curve, or to
predict either the failure rate or the remaining failures in a given time interval.
Some Software Reliability Growth Models based on non homogeneous Poisson
Processes have been proposed years ago. They are widely used and are still mat-
ter of study, [1], [8], [12], [18]. Other models take into account failure correlation
or clusters, [7],[20]. A Compound Poisson process has also been introduced in
order to model clusters of failures [16]. In the literature of SRGM, only stochas-
tic processes like NHPP, S-shaped, Exponential, etc., which model the whole
behavior of the number of failures as a function of time are considered. One of
the aim of this work, is to consider the Compound Poisson process model as
a SRGM and to analyze cases where it can be preferred over the NHPP. Non
homogeneous and Compound Poisson processes try to represent the main charac-
teristic in Software failures, it is the testing process and the failure removal. This
characteristic results in increasing the mean time between failures and lowering
the failure rate as testing time goes on. Both approaches intend to model this
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behavior by introducing a non homogeneity in the first case, and a compounding
distribution in the last case. In Compound Poisson processes, non homogeneity
is replaced by grouping failures in a given time interval, and viewing that groups
are less populated as time goes on. The difference in these approaches makes
difficult to compare both models, since the Non homogeneous Poisson processes
model the behavior of software failures as a function of time, and the Compound
Poisson process try to predict the remaining number of failures or the failure rate
at a given time instead of fitting the failures curve. However, taking into account
that both models give a probability of the number of failures in a given time
interval, and they can also be used to predict the remaining number of failures
at the end of a given phase, some sort of comparison can be made. In this work,
a comparison of these models is made using several failures reports. The esti-
mation of the parameters involved in both models is another important issue. It
is well known that the Maximum Likelihood Estimator is not always attained
in Non Homogeneous Poisson process models, see [8], [10], [22], and generally,
equations are little complicated to solve. Since there is a single parameter to
estimate in a unique distribution which does not depend on time, estimation
process is easier in Compound Poisson models. Some estimation methods have
been proposed in the literature. However, an important point must be remarked
here. Since the goodness of fit of a Software Reliability model is evaluated by
the number of remaining failures predicted, and it is obtained as the expected
number of failures from the distribution function, then, any unbiased estimator
for the mean, gives the same prediction as the simple Poisson probability func-
tion, as it will be shown. Consequently, biased estimators showing a diminution
in the size of groups of failures give better results. Performance of Compound
Poisson and NHPP models has been compared in [17], [2], [3]. In this work, the
results previously shown in [2] and [3] are extended, a more detailed study of
the mode estimator is presented and the median estimator is also introduced for
comparison.

2 Software Reliability Growth models

Growth models are an important class of Software Reliability models. They were
proposed in order to represent the process of finding and removing faults. These
models were introduced in order to fit the failures production curve, on the
other hand, past reports of failures production is used to predict the remaining
number of failures or to find the failure rate. In a not intended to be exhaustive
list, models usually mentioned in the literature of SRGM are: Goel Okumoto
[5], S-shaped [23], Log power [24], Musa-Okumoto [13], Log-Logistic [6], Jelinski-
Moranda [9], Littlewood-Verrall [11].

SRGM models can be applied during several phases of software development.
In an advanced stage of software development, the predicted failure rate will be
the starting rate at the testing phase. The prediction of the rate at the end of
the testing phase will also be quite important since it is the beginning of the
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maturity phase, previous to deployment. The rate predicted at the end of the
maturity phase will be that of the product at delivering.

In summary, Software Reliability Growth models (SRGM), can be applied
in any stage of software development, all of them are very important. As the
product becomes mature, the failure rate gets lower. This behavior is what the
SRGM try to predict. What we want to obtain is either a prediction of the num-
ber of failures in a given future time interval, or the failure rate at a given time,
for example at the moment of delivery, when the software will be in production.
This information is useful to know whether the product is ready for release or
not, how much testing will be needed to add, etc.

In SRGM, the probability of the number of failures in a given time interval is
given by a stochastic process P(N(t) = n) and the predicted number of failures
is obtained as the mean value E[N(t)].

Typical curves of cumulative software failures as a function of time are shown
in (Fig. 1) and (Fig. 2).

Cumulative number of Failures

250

Days

Fig. 1. Software failures as a function of time

Inflexion points in some of these curves usually appear because of the in-
troduction of new code, either due to a necessity in the project or to fix an
important bug. All of them show a decreasing failure rate and finally, the failure
rate becomes almost constant.

2.1 Non-homogeneous Poisson process models
Non homogeneous Poisson processes are an important class of SRGM, they have

been proposed as Software Reliability models years ago, most of them have been
compiled in a well known book, [12]. In these models, the Poisson parameter
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Cumulative number of failures

1000
900 -
BOO -
700 -
600 -
500 -
400
300 -
200 -
100 -

Days

Fig. 2. Software failures as a function of time

A(t) is a given function of time, instead of being constant as in a normal Poisson
process.

The probability of the number of failures in a given time interval ¢ is given
by:

PNt =) = W e an) )

There are several models proposing different functions A(t). Two of the main
non-homogeneous Poisson process models are the Goel-Okumoto [5], and the
Musa-Okumoto model [13], giving the following functions for A(¢):

A(t) = a(l — exp(—bt)) Goel — Okumoto (2)
Alt) = % In(Agft + 1) Musa — Okumoto (3)

Since A(t) is the mean value, the predicted number of failures is also given
by equations (2) and (3).

2.2 Compound Poisson process model

Another Software Reliability model based on a Poisson process was proposed
years ago [16]. This model considers that failures are produced in clusters, thus,
clusters arrive following a Poisson process and a compounding distribution mod-
els the clusters size. In the original paper, it was considered that the cluster size
follows a geometric distribution, therefore, the number of failures follows a Pois-
son Compound by a Geometric. Since this model is not intended to adjust the
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failures production curve, to the best of our knowledge, it has never been men-
tioned in the literature of SRGM.
A Compound Poisson process probability function is given by:

P(N(t)=n) =) “—exp(-=M) f*(Xi+ Xp 4+ Xp=n)  (4)

k=1

where f**(X; + X5 + -+ + X = n(t)) is the probability that the sum of k
independent identically distributed random variables X; following a distribution
function f(X;) gives n(t). As the distribution f(X) modeling the failures cluster
size, the geometric distribution was proposed in [16], and the Poisson Truncated
at Zero was proposed in [2].

The mean value function for this model is given by:

E[N(t)] = At E[X] (5)

It is seen from (5) that the Poisson process mean value is adjusted by the
expectation of the failures cluster size. Looking at equations (2), (3) and (5),
we can see that the predicted failure rate appears as a fundamental difference
between Compound and Non homogeneous Poisson process models. It is constant
for the first one and dependent on time for the second.

We can see from (5) that any unbiased estimator for the mean value can not
take advantage of using a Poisson model more complex than the simple one. In
order to see this, expressions for the mean value unbiased estimators are shown:
m - n

5\:

tpast m

where m is the number of arrivals by the time ¢4, and n is the total number
of reported failures.

>

E[N(t)] = At E[X]
oy (6)

tpast
As it is seen in Eq. (6), the estimator of E[N(t)] is the same as using the simple
Poisson process.
2.3 Compounding distribution

The geometric distribution was the first proposal as the compounding distribu-
tion in [16], it is given by:

P(X)=r&=D(1 —7p) (7)

That approach can be partially supported by the fact that the Poisson Com-
pounding by a geometric is the limit of a two states Markov chain. Following the
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known characteristic of adjusting failures production, the Poisson Truncated at
Zero distribution was proposed as the compounding in [2], see also [3]. Trunca-
tion at zero is justified since we are not counting zero faults arrivals. The Poisson
Truncated at zero is given by the following formula:

aX 1

P = X oo -1 ®)

2.4 Parameter Estimation for the Compounding Distribution

The Poisson Truncated at Zero distribution has been extensively studied and the
estimation of its parameter has been matter of study. The Plackett estimator
and the Tate & Goen unbiased minimum variance estimator are shown as an
example [19], [14].

a

1 m
— Z x; Plackett
m i=1

z;>1

n{".'}
{n} Tate & Goen

m
where {"} is the Stirling number of the second kind

As it was quoted in the introduction, the failures clusters size gets lower as
testing time progresses. This behavior must be taken into account by the esti-
mator of the parameters of the Compounding distribution. Then, an estimator
which follows this behavior will be better than others which take into account
big size clusters of low frequency of occurrence. Consequently, biased estimators
should be considered. Following this reasoning, the mode estimator was pro-
posed in [2]. The mode estimator is determined by the cluster size occurring
most of the time, not matter the size of the others. Since it is expected that
the cluster size of maximum occurrence has a low value, then, the corresponding
distribution will predict better the future cluster sizes. This characteristic of the
mode estimator is shown in (Fig. 3). The mode estimator is determined by the
cluster size occurring most of the time (2 in this example), it will adjust better
the future failures clusters size provided they will become smaller as testing time
progresses. Conversely, the ML estimator takes into account cluster sizes other
than the maximum since it is expecting the same proportion, then its prediction
will be worst.

Being k; the number of occurrences of the cluster size X;, the mode estimator
can be expressed analytically by the following equation:

Q>
|

i* = Argmax(k;)
7
& = Tj*

Maximum Likelihood estimate for the geometric and the Poisson Truncated
at Zero compounding distributions are also unbiased estimators for the mean,
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al Estimation of the failures clusters size
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Fig. 3. Mode and ML estimators

having consequently the problem quoted in section 2.2. An alternative estimation
method has been addressed in [17] for the Poisson Geometric model, though
without considerable improvements over ML.

3 Software Reliability Models Comparison

Analysis and comparisons of SRGM has been widely published, see for example
(1], [4], [15]. Besides the number of predicted failures, other methods have been
used, for example u-plots and Prequential Likelihood. In this work, we use just
the predicted number of failures, since the mean time between failures concept
is not applicable to Compound Poisson Models.

Several software failures data from the bibliography and others available
through the web, for example from the DACS (DACS - Data & Analysis Center
for Software, [21]), can be used in order to test software reliability models.

Software failure predictions are compared next with actual data for two data
sets. Comparisons are made for the Goel-Okumoto non homogeneous Poisson
process model (GO) and for the Poisson compound by a Poisson Truncated at
Zero using the mode, the median and the Plackett estimators.

In order to estimate the Goel-Okumoto model parameters, the maximum
likelihood method is applied. Non existence of the estimates in early stages
besides other problems in the maximum likelihood method has been reported in
the bibliography, (see [10], [8], [22]). Despite the last remark, we prefer the ML
estimator because of its better adjustment when it is attainable.
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The first group of data shown in (Fig. 4) was obtained from a client-server
project written in C under Linux, it is composed of about 250000 lines of C
code. Let’s call this group of data ”Data 1”. Failures data were reported during
the test and development phase. The graph shows better adjustment for the
non homogeneous process model, however, it has an ML estimator convergence
problem before day 120th. The median estimator adjusts better than the mode
and generally, its performance coincides with that of the Plackett estimator.
Cumulative number of failures for these data is shown in (Fig. 2).

3000 - . w -
Actual and predicted remaining failures

2500 -l
ﬁ 2000 _!I'.
i ” — = Plackett
¥ 1500 iy — = Mode
£ [
g I = = = Median
& w0 G0

Actual Data

500

Fig. 4. Software Reliability models comparison. Data 1.

Another comparison is shown in (Fig. 5), data correspond to the system code
5 in [21]. Let’s call these data ”Data 5”. This project has 2.445.000 object lines
code and failures data were compiled during the test phase. Predictions for all
the models are similar for these data. However, the Compound Poisson model
using the mode estimator adjusts better from the beginning of test and also
follows the jumps in the number of failures.

In order to understand what kind of data are more suitable for the compound
Poisson process model, the evolution in clusters size are shown below.

As it was shown, the proposed model adjusts better for Data ”Data 5. We
can see from (Fig. 6) that the cluster size of maximum occurrence moves from 5,
then 4, and finally 2 for the 10th, 40th and 60th day of test. This "movement”
is better followed by the mode estimator. Conversely, as it is seen from (Fig. 7),
the cluster size of maximum occurrence is always 1 for almost the whole test
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Fig. 5. Software Reliability models comparison. Data 5.
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Fig. 6. Cluster size progress.
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Cluster size progress. Data 1.
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Fig. 7. Cluster size progress.

time for "Data 1”. Then, the Compound Poisson process model does not have
the better adjustment for these data.

4 Conclusions

Two Poisson based Software Reliability Growth Models were compared using
failure reports from two software projects. Several estimators were analyzed in
order to show differences and goodness of fit. The importance of biased esti-
mators was remarked provided failure cluster size gets lower as time goes on.
The mode and median estimators were suggested this way. We can conclude
that both models adjust well the actual failures data, however, some advantages
and disadvantages can be pointed out. Nonhomogenous Poisson processes are
useful to represent the whole behavior of the cumulative number of failures as
a function of time. On the other hand, as it was quoted, the ML estimate can
not always be obtained, and generally, according to our experience and what
was reported in the bibliography, ML estimate is not attainable before forty to
sixty percent of testing time. Compound Poisson process are easier to implement
and its parameters can be rapidly obtained through simple equations from the
beginning of test. This model is suitable for applying several biased estimators.
This characteristic allows it to adapt faster to changes in the project. The main
disadvantage of this model is the constant failure rate prediction, then, it can
not be used for a long time prediction, the failure rate needs to be updated time
to time. As it was also shown, the Compound Poisson process model seems to
adjust better for data whose cluster size of maximum occurrence moves from
high to low values along the testing time.
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